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 Forecasting of water level at various time intervals using historical record series is 
important in water resource management and related engineering. Similarly, a reliable 
estimation of water level change is required in drought and flood hydrology studies. In 
this study, Lake Michigan between 1981-2020 was modeled with 3 different Artificial 
Neural Networks (ANNs) using monthly average water level data. These are Multilayer 
ANN, Radial Based ANN, and Generalized ANN models. Mean Absolute Error (MAE), Root 
Mean Squared Error (RMSE) and Coefficient of Determination (R²) were used as 
comparison criteria. When the results were compared, the lowest error rate and the 
highest coefficient of determination were seen in the 12 inputs of the MANN model 
(MAE= 0.0342, RMSE= 0.0435, R²= 0.9906). 

 
 
 
 
 

Introduction  
 

Anthropogenic climate change, which has emerged especially in the last century and affects the whole earth, 
also has important effects on lakes. Temperature increases due to climate change also increase open surface 
evaporation in lakes with a larger surface area than other surface fresh water sources. Changing temperatures 
bring along the need for more water consumption. The use of water resources to provide more water than normal, 
due to both agricultural water needs and water needs in cities, causes the capacity of water reserves such as lakes 
to decrease or disappear [1].  Changes in lake level can lead to erosion, destruction of wetlands, changes in bird, 
fish and plant populations, increase or decrease in micro-organisms in the lake, and destruction of habitats. The 
main causes of changes in the decreasing level of lakes in many parts of the world have been associated with 
various anthropogenic factors such as changes in ground cover and land use, urbanization, increased agricultural 
and animal water needs, excessive use of the resources that feed [2-7].  In water resources engineering, estimating 
the water level at certain intervals according to the past records plays an important role for the continuity and 
feasibility of the planning. ANN is an information processing technology inspired by the working principle of the 
human brain. Neurons form a network system by connecting to each other in various ways, and these networks 
have features such as learning and memorizing the relationship between data. The main element of ANNs are 
mathematical functions. They evolve with the architecture of the network structure. ANNs are structures that 
reveal the relationship between input and output behaviorally [8-9]. In his study in 2004, Yarar tried to 
successfully predict the water level changes of Beyşehir Lake in Konya with various parameters and different 
training algorithms of MANN [10].  Abu Salam, in his study in 2018, used 10-year flow data from the Dibis dam in 
Iraq to make level estimation with ANN models and compared it with real measurements [11]. Çubukçu, in this 
study in 2019, it has been tried to predict the changes in sea level by six different Artificial Neural Networks 
(ANN's) training algorithms and Multiple Linear Regression (MLR) methods. Levenberg-Marquardt is faster and 
has a better accuracy than the other training algorithms in modeling sea level [12]. In his study in Damla 2020, he 
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created the estimation model of the water level of Yalova Gökçe Dam for 2019 using ANN. The input parameters 
were; Basin precipitation and evaporation values, dam water discharges, leachate amount, dam water level are the 
measurements and dam water level the flow rate of Sellimandıra stream, which is effective in the formation used 
as. As a result, while the average dam water level estimated by the Levenberg-Marquardt training function in 2019 
was 73.77 meters, the actual average water level in the dam was 72.13 meters, thus giving successful results [13]. 
The occurrence of such hydrological events depends on many parameters, so it can be difficult to predict and 
model. The literature shows that ANN can be applied, but the study on its comparison is quite limited. 

In this study, 3 different types of ANNs were modeled using monthly average water level data of Lake Michigan 
in the US between 1981 and 2020. These are Generalized Regression, Multilayer, Radial Based ANN models. In 
modeling, the oldest 2/3 of the data number was used in the training phase, and the most recent 1/3 was used in 
the testing phases. The main reason for choosing this field of study is that the data is continuous and accessible. 
 

Material and Method 
 
 

Material 
 

Lake Michigan is the only Great Lake entirely contained within the United States. The lake is surrounded by the 
states of Michigan, Wisconsin, Illinois, and Indiana. The Straits of Mackinac connect Lake Superior to Lake Huron, 
allowing the two lakes to function as one large body of water. The statistical information of the data is given in 
Table 1. According to Table 1; There are 480 pieces of data. The mean of these data is 176,479 m, the standard 
deviation is 0.432. Physical characteristics of Lake Michigan are given in Table 2. 
 

Table 1. Statistical information 

 

Table 2. Physical characteristics [14] 

Criteria Value 
Average 176.479 
Standard 
error 

0.020 

Standard 
Deviation 

0.432 

Kurtosis -0.783 
Distortion 0.178 
The biggest 175.570 
Smallest 177.500 
Total 84710.040 
Number 480 

 

Data Value 
Length 494 km 
Breadth 190 km 
Elevation 176 m 

Depth 
85 m aver;  
281 m max 

Volume 4,918 km³ 
Water surface 
area 

57,753 km² 

Drainage basin 
area 

118,095 km² 

Shoreline 
length 

2,639 km 

Outlet 
Straits of Mackinac 
to Lake Huron 

Retention or 
replacement 
time 

62 years 

Population 12+ million 
 

 Figure 1. Study area [14]  
 
Method  
 

ANNs perform learning processes with the help of examples, that is, it can be defined as the machine-
transferred version of the learning mechanism of humans by experience. This learning mechanism, unlike what is 
known, brings the computational feature to the computer by using the ability to adapt to the environment, to adapt, 
to work according to past experiences or incomplete information in times of uncertainty. In ANNs, various pre-
processes are applied to the inputs and outputs of the network cells, and the training process of the data that is 
included in the ANN cycle and trained can become more efficient. In this study, 3 different ANN models were used. 
First of all, one of the most widely used ANN models, MANN is an input layer, at least one-cell intermediate It 
consists of a layer and an output layer. Second, Radial-based ANN model of neuron cells in the nervous system 
seen in humans. Finally, the generalized regression neural network uses back propagation, requires no iterative 
training, and predicts any function between the input and output vectors. For detailed information [15-18] can be 
examined. 
 
Application 
 

In modeling, 320 of 480 data were used in training phase and 160 in testing phase. Mean Absolute Error (MAE), 
Root Mean Squared Error (RMSE) and Coefficient of Determination (R²) were used as comparison criteria. Related 
equations are given in Equation 1-3 below. 
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In the equations, “Ze” and “Zo” show the estimated and observed elevation values and “N” represents the  
amount of data. Training and test results are given in Table 3. In the table, the models with the lowest RMSE and 
MAE, and the highest models in R² are colored closer to red.  
 
 

Table 3. Training Results and Test Results 

Criteria Methods 
Inputs 

1  2  3  4  5  6  7  8  9  10  11  12  

RMSE 
(Training) 

MANN 
0.065
1 

0.045
4 

0.042
1 

0.045
2 

0.044
8 

0.044
0 

0.044
4 

0.040
8 

0.041
7 

0.039
7 

0.039
6 

0.040
8 

GRNN 
0.063
2 

0.038
4 

0.026
0 

0.040
3 

0.028
8 

0.038
9 

0.031
0 

0.039
5 

0.031
4 

0.024
9 

0.046
3 

0.039
4 

RBANN 
0.064
9 

0.044
4 

0.044
4 

0.042
6 

0.042
4 

0.041
9 

0.041
8 

0.043
3 

0.042
6 

0.043
4 

0.042
6 

0.041
4 

MAE 
(Training) 

MANN 
0.052
5 

0.036
2 

0.032
8 

0.035
2 

0.034
9 

0.034
4 

0.034
6 

0.032
9 

0.033
0 

0.031
6 

0.031
4 

0.032
3 

GRNN 
0.050
7 

0.030
1 

0.019
4 

0.031
0 

0.020
6 

0.029
3 

0.022
4 

0.030
1 

0.023
5 

0.017
5 

0.036
4 

0.029
8 

RBANN 
0.052
4 

0.035
3 

0.034
7 

0.032
8 

0.033
2 

0.032
9 

0.033
2 

0.034
2 

0.033
9 

0.034
5 

0.033
6 

0.032
6 

R² 
(Training) 

MANN 
0.972
7 

0.986
7 

0.988
6 

0.986
9 

0.987
1 

0.987
5 

0.987
3 

0.989
3 

0.988
8 

0.989
9 

0.989
9 

0.989
3 

GRNN 
0.974
3 

0.030
1 

0.995
7 

0.989
7 

0.994
7 

0.990
5 

0.993
9 

0.990
3 

0.993
9 

0.996
1 

0.986
9 

0.990
5 

RBANN 
0.972
9 

0.987
3 

0.987
3 

0.988
3 

0.988
4 

0.988
7 

0.988
8 

0.988
0 

0.988
3 

0.987
9 

0.988
3 

0.989
0 

RMSE 
(Test) 

MANN 
0.074
3 

0.050
2 

0.047
1 

0.048
0 

0.049
9 

0.048
4 

0.048
1 

0.051
6 

0.050
3 

0.044
9 

0.043
6 

0.043
5 

GRNN 
0.076
1 

0.068
3 

0.082
3 

0.085
9 

0.092
6 

0.099
4 

0.105
1 

0.109
5 

0.112
5 

0.119
0 

0.123
6 

0.128
3 

RBANN 
0.072
2 

0.048
2 

0.052
1 

0.048
6 

0.045
1 

0.044
7 

0.046
1 

0.046
7 

0.046
9 

0.049
7 

0.048
7 

0.045
1 

MAE 
(Test) 

MANN 
0.057
5 

0.038
8 

0.036
5 

0.037
7 

0.038
7 

0.037
1 

0.036
9 

0.040
7 

0.039
9 

0.035
5 

0.034
4 

0.034
2 

GRNN 
0.059
3 

0.052
3 

0.062
6 

0.065
3 

0.071
5 

0.077
2 

0.082
0 

0.086
7 

0.089
1 

0.095
4 

0.101
2 

0.105
9 

RBANN 
0.056
1 

0.038
0 

0.039
3 

0.037
6 

0.034
5 

0.034
5 

0.035
4 

0.036
7 

0.035
9 

0.038
8 

0.037
4 

0.035
2 

R² 
(Test) 

MANN 
0.972
3 

0.987
5 

0.988
6 

0.988
7 

0.988
4 

0.989
1 

0.988
8 

0.987
7 

0.988
0 

0.990
2 

0.990
4 

0.990
6 

GRNN 
0.971
2 

0.977
5 

0.967
2 

0.966
3 

0.961
7 

0.956
3 

0.951
2 

0.947
9 

0.943
8 

0.934
2 

0.929
0 

0.921
6 

RBANN 
0.973
5 

0.988
0 

0.986
7 

0.988
4 

0.989
9 

0.990
1 

0.989
3 

0.989
3 

0.989
2 

0.988
0 

0.988
1 

0.989
8 

 
Results  
 
When we look at the tables in general, it is seen that all models can make very good predictions regardless of the 
training and test parts. According to the training results, the algorithm that trains the best with the least error and 
the highest coefficient of determination GRNN (10 input) RMSE= 0.0249, OMH=0.0175, R²=0.9961. For the training 
pieces the best method is GRNN, then MANN and RBANN respectively. However, according to the test results, the 
best training algorithm is MANN. It is seen that it gives the best result in 12 inputs RMSE= 0.0435, OMH=0.0342, 
R²=0.9906. For the test pieces the best method is MANN, then RBANN and GRNN respectively. 
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