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In geodesy and surveying, measurements usually have errors. These errors are called 
outlier measurements. In order to determine these points, outlier measurement test is 
performed. There are many different methods used to determine outlier measurement. 
The least squares (LS) method is the most common method to estimate the unknowns 
from outlier measurements. However, LS method can be easily affected by outliers which 
may cause wrong results. Classical outlier tests and robust methods are the two main 
approaches to detect outliers or reduce their effect. There are a lot of robust methods in 
literature. In this study, least square method (LS), least absolute value (LAV) and the least 
trimmed squares (LTS) are discussed.  To compare the outlier performances of the 
methods, real data points are used to create a surface with a 2nd degree polynomial. 
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1. Introduction  

 
Adjustment is important in surveying because the 

measurements which are made to determine the 
unknowns usually have errors. Therefore, redundant 
measurements are needed to increase the precision of 
the computed unknowns (Ghilani, 2017). Among the 
many methods, the least squares (LS) has been generally 
used to adjust the Gauss-Markov Model (GMM) in 
surveying, geodesy and different fields (Fang, 2015). 
However, outliers could happen in the measurements 
due to different reasons and they may affect the results, 
thus causing wrong assumptions (Erdogan, 2014). So, 
outliers must be detected or their effect must be reduced 
by using some methods. Classical outlier tests (Baarda, 
1968; Pope, 1976; Koch, 1999) and robust methods are 
two main approaches in geodesy to detect outliers or 
reduce their effect (Sisman, 2010).  

Classical outlier tests could be ineffective if outlier 
number is large. In this case, outliers can remain 
undetected. Moreover, even correct measurements can 
be detected as outlier wrongly (Berné Valero & Baselga 

Moreno, 2005). At this point, robust methods (Huber, 
1981; Hampel et al. 1986; Rousseeuw, 1984; Rousseeuw 
& Leroy, 1987) are developed to be insensitive to 
outliers. Also, detection of outliers can be done by 
looking at the residuals from a robust method 
(Hekimoglu & Erenoglu, 2009). There are many robust 
methods such as M-estimators, least absolute value 
(LAV) and Generalized M-estimators, least median of 
squares (LMS) and the least trimmed squares (LTS) and 
so on (Hekimoǧlu, 2005). 

In this study, outlier measurements were 
determined by using a data set from Ondokuz Mayis 
University in Samsun. The solution was made with LS, 
LAV and LTS methods. Results were compared. 

 
2. Method 

 
The outlier performances of LS, LAV and LTS 

methods are analyzed in the study. They are briefly 
introduced in three different headings. 
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2.1.  The Least Square Method (LS) and Outlier 
Detection Procedure 

 
The least squares method is explained by Carl 

Friedrich Gauss in 1795 and Legendre in 1805. LS 
objective function is  [ ] .min== PvvPvv   Unknown 
parameters are calculated with the following equation in 
this method (Sisman, 2014).  

 

𝑋𝑋 = �𝐴𝐴𝑇𝑇𝑃𝑃𝐴𝐴�
−1
𝐴𝐴𝑇𝑇𝑃𝑃ℓ (1) 

 
 Root mean square error (RMSE); 
 

𝑚𝑚0 = ±�𝑉𝑉𝑇𝑇𝑃𝑃𝑉𝑉
𝑓𝑓

 ; f = n – u (2) 

 
The measurement errors of the LS method influence 

the residual of other calculations. Thus, this correction 
value may not always be due to an error in the 
measurement. This situation is called the spread and 
storage effect of LS method. Different solution methods 
can be conducted for the analysis of spread and storage 
method (Ayan,1992). 

The point with the highest V value is removed from 
the cluster. The outlier measurement test is repeated 
with the remaining points. This process is continued 
iteratively until there is no outlier measurement (Kirici, 
Sisman, 2015). 

 
2.2. The Least Absolute Value Method (LAV) and 
Outlier Detection Procedure 
 

In the classical Gauss-Markov model, the unknown 
parameter (x) for a linear (linearized) parametric 
adjustment is determined based on the following 
functional and stochastic models (Simkooei A.A., 2003). 

 
 

𝑙𝑙 + 𝑣𝑣 = 𝐴𝐴. 𝑥𝑥 
𝐷𝐷𝑇𝑇 . 𝑥𝑥 = 0 
𝑃𝑃 = 𝑄𝑄𝑙𝑙−1 = 𝜎𝜎02𝐶𝐶𝑙𝑙−1 

(3) 

 
𝑣𝑣𝑛𝑛×1 :vector of residual, 𝑙𝑙𝑛𝑛×1 : vector of observation, 

𝐴𝐴𝑛𝑛×𝑢𝑢: rank deficient design matrix, 𝑃𝑃𝑛𝑛×𝑛𝑛: weight matrix of 
observations, 𝐷𝐷𝑢𝑢×𝑑𝑑: datum matrix of the network added 
to complete the rank deficiency of the design matrix, 
𝑂𝑂𝑑𝑑×1: zero vector, 𝐶𝐶𝑗𝑗(𝑛𝑛×𝑛𝑛): covariance matrix of 
observations, 𝑄𝑄𝑙𝑙(𝑛𝑛×𝑛𝑛): cofactor matrix, 𝜎𝜎02: priori variance 
factor  

LAV objective function is �|𝑃𝑃𝑣𝑣|� = [𝑃𝑃|𝑣𝑣|] = 𝑚𝑚𝑚𝑚𝑚𝑚. It 
contains the L1 Norm method and unknown parameters 
such as  𝑋𝑋 and  𝑉𝑉. The new unknowns for linear 
programming are arranged as follows.   

 
𝑋𝑋 = 𝑋𝑋+-X− ;        𝑋𝑋+, X− ≥ 0 ,   
𝑉𝑉 = 𝑉𝑉+-V− ;        𝑉𝑉+, V− ≥ 0 (4) 

 
The mathematical model and constraint equation 

for linear programming in the solution according to the 
LAV objective function are as follows (Bektas ve Sisman 
2010). 

[𝐴𝐴 −𝐴𝐴 −𝐼𝐼 𝐼𝐼] �
𝑋𝑋+
𝑋𝑋−
𝑉𝑉+
𝑉𝑉−
�  = [ℓ] , 

𝑓𝑓 = 𝑏𝑏𝑇𝑇𝑋𝑋 = [𝑃𝑃|𝑉𝑉|] = 𝑃𝑃𝑇𝑇𝑉𝑉 = 𝑝𝑝𝑇𝑇[𝑉𝑉+ 𝑉𝑉−] = 𝑚𝑚𝑚𝑚𝑚𝑚. 
 

(5) 

 
By looking at the calculated V values at the end of the 

process, outlier measurement can be easily determined 
(Kirici 2016). 

 
2.3. The Least Trimmed Square (LTS) and Outlier 

Detection Procedure 
 

The LTS method (Rousseeuw & Leroy, 1987) is a 
high breakdown estimator. The objective function of the 
LTS is given as: 

 

𝑀𝑀𝑚𝑚𝑚𝑚�𝑃𝑃𝑖𝑖𝑣𝑣𝑖𝑖2
ℎ

𝑖𝑖=1

 (6) 

 
Here, ℎ,𝑃𝑃 𝑎𝑎𝑚𝑚𝑎𝑎 𝑣𝑣 represent the trimming parameter, the 
weight of the measurements and the residuals of the 
measurements respectively. When ℎ = 𝑚𝑚 (measurement 
number), this is same as LS method. ℎ is usually set to a 
constant number smaller than 𝑚𝑚 (Mount et al., 2014). For 
the best robustness ℎ = [𝑚𝑚 + 𝑢𝑢 + 1]/2  (Rousseeuw & 
Leroy, 1987).  

In this method, the ℎ measurements which have 
the smallest squared residuals are searched for out of 𝑚𝑚 
measurements (Dilmac and Sisman, 2023). When the 
number of possible �𝑛𝑛ℎ� subsets is relatively large, a full 
searching of all possible subsets is prohibitive. Several 
algorithms (Hawkins, 1994; Atkinson & Cheng, 1999; Li, 
2005; Koch et al., 2017) are proposed to overcome this 
issue. For this study, the FAST-LTS algorithm 
(Rousseeuw & Driessen, 2006) is discussed. A workflow 
that briefly explains this algorithm is given below (Figure 
1). 

 

 
Figure1. The workflow of FAST-LTS algorithm. 
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First, least squares is applied with 500 randomly 
generated sets with u elements. From these 500 subsets, 
10 subsets with the smallest [VV] are selected. The 
residuals for all measurements are calculated using the 
estimated X of these 10 subsets. Then, the residuals of 
these 10 subsets are ordered from the smallest to the 
largest and h measurements with smallest value are 
selected for next step. This cycle is repeated with 10 
subsets until one of them gives the minimum [VV]. 

 
2.4. Case Study 

 
In this study, a section of land located at Ondokuz 

Mayis University in Samsun province was chosen as the 
study area. A data set consisting of 411 points was used 
(Figure 2). 

 

 
Figure 2. The study area and distrubition of 411 points 

 
Points have X, Y and Z coordinates. By using these 

points, the polynomial surface is fitted with a 2nd degree 
polynomial. Then outlier measurement test was 
performed with three different methods. 

 
3. Results  
 
3.1. The Least Square Method 

 
First, the LS method was tried. The method 

determined 14 out of 411 points as outlier measurement 
(Figure 3). 

 

 
Figure 3. Outlier measurements of LS method 

A compatible data group consisting of 397 points 
remained. 

 
3.2. The Least Absolute Value Method 

 
Then, LAV method was tried. The method 

determined 18 out of 411 points as outlier measurement 
(Figure 4). 

 

 
Figure 4. Outlier measurements of LAV method 

 
A compatible data group consisting of 393 points 

remained. 
 
3.3.  The Least Trimmed Square Method 

 
In LTS method, the trimming parameter h can be set 

between 𝑛𝑛
2

< ℎ ≤ 𝑚𝑚. LS and LAV methods determined 14 
and 18 points as outlier measurement. According to 
these numbers, h is set to 391. It means that 20 points 
could be outliers (Figure 5). 

 

 
Figure 5. Outlier measurements of LTS method 

 
4. Discussion and Conclusion 
 

In this study, the outlier test performances of the LS, 
LAV and LTS methods are analyzed by fitting real data 
points to a surface with a 2nd degree polynomial. As a 
result, the LS and LAV methods found 14 and 18 outliers 
respectively. Considering outlier points of LS and LAV 
methods, 14 points of all 18 outliers found by LAD are 
common with those of LS (Figure 6).  
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Figure 6. Venn diagram of LS and LAV methods. 
 

LS and LTS have found 10 common outlier points 
which are less than LS and LAD (Figure 7). 
 

 
Figure 7. Venn diagram of LS and LTS methods. 
 

Then venn diagram of all three methods are given in 
Figure 8. 
 

 
Figure 8. Venn diagram of LS, LAV and LTS methods. 
 

The points determined as outlier measurements by the 
methods were removed from the cluster and RMSE was 
calculated (Table 1).  Here, it is seen that the results are 
generally close to each other. But the smallest value was 
found in the LTS method. The largest value was found in 
the LS method. 
 
Table 1. RMSE values of LS, LAV and LTS methods 

Method LS LAD LTS 
RMSE (m) 0,1872 0,1829 0,1821 

 
In this study, it is seen that the methods give close results 
compared to each other. Therefore, we can say that they 
can be used interchangeably. The study can be repeated 
by expanding the working area. 
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