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 Landslides are one of the natural catastrophes which are frequently reported in the Western Ghats 
region and result in severe loss. This modelling intends to demarcate susceptible zones in one of the 
most impacted districts in the southern Western Ghats. Idukki, being the worst affected district, 
reported more than 2000 landslides in the year 2018. Two machine learning ensemble models and 
geoinformation techniques have been employed to identify the susceptibility. Twelve landslide 
conditioning factors have been utilized for this study. The ROC curve-based validation technique 
ascertained good and fair prediction capability for the created maps, with AUC scores of 0.821 and 
0.776 for the MB-REPTree and AB-REPTree models, respectively. From the validation scores, it is 
found that the MB-REPTree model is more efficient and of good operational use. The study found 
7.81% of the district as very highly susceptible and 16.06% as highly susceptible. So, this study 
suggests that the MB-REPTree model is the best model to demarcate susceptible zones, not just in 
the Western Ghats but also in other places with similar climatic and terrain conditions. 

 
 
 
 

1. Introduction  
 

The Western Ghats region of Kerala has been severely 
battered by landslides, especially during the 2018 
monsoon season (Ajin et al. 2022a; Ajin et al. 2022b; Hao 
et al. 2020; Thomas et al. 2021). A total of 4728 landslides 
have been reported in Kerala in the year 2018 alone (Hao 
et al. 2020). The Pettimudi disaster, which resulted in the 
deaths of 70 people (Achu et al. 2021), was the most 
disastrous, with the highest death toll reported in Kerala, 
followed by the Kavalappara disaster with 59 deaths 
(Ajin et al. 2022a). According to the landslide incidence 
data collected from the Bhukosh portal 
(https://bhukosh.gsi.gov.in/Bhukosh/Public) of the 
Geological Survey of India (GSI), Idukki district 
witnessed 1304 landslides during the 2018 monsoon 
(Ajin et al. 2022b; Thomas et al. 2021). Recent studies 
revealed that apart from heavy downpour, development 

activities and unplanned modification of hill slopes were 
the major causes of landslides in Idukki district 
(Abraham et al. 2019, 2021; Ajin et al. 2022b). This 
underlines the need for a susceptibility map that is 
validated by employing efficient statistical methods and 
verified incidence data.  

This research is an attempt to identify landslide 
susceptible zones in Idukki district employing two 
machine learning (ML) ensemble models such as 
AdaBoost Reduced-Error Pruning Tree (AB-REPTree) 
and MultiBoost Reduced-Error Pruning Tree (MB-
REPTree) and to assess the efficacy of these models to 
identify the best model among these two. The analysis 
used twelve conditioning factors that can induce 
landslides, including slope, distance from the road, 
curvature, lineament density, topographic position index 
(TPI), soil types, lithology, land use/land cover (LULC), 
stream power index (SPI), aspect, elevation, and rainfall. 
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2. Method 
 

2.1. Study Area 
 

Idukki, Kerala's second-largest district, is covered 
by forests on more than half of its land (Abraham et al. 
2019). This hilly district is located in the Western Ghats 
region and has a total area of 4358 km2 (Abraham et al. 
2021). The main landforms are structural and 
denudational hills, as well as some mountains that are 
higher than 2000 metres (Abraham et al. 2021). Figure 1 
depicts the location of the study area. 
 

 
Figure 1. Location of the study area 

 
2.2. Construction of landslide inventory 
 

This study has utilized the landslide inventory 
created by Hao et al. (2020), which comprises 2219 
landslides. The data has been split into training (80%) 
and validation (20%) datasets (Gautam et al. 2021). The 
training dataset comprises 1775 landslide locations and 
the validation dataset comprises 444 landslide locations, 
respectively.  
 
2.3. Derivation of factors 
 

The factors such as slope, aspect, and elevation were 
derived from the SRTM DEM utilizing the ArcGIS 10.4 
spatial analyst tools. The curvature, SPI, and TPI were 
derived from the DEM by employing spatial analyst and 
raster calculator tools. The soil types were extracted 
from the map published by the National Bureau of Soil 
Survey and Land Use Planning (NBSS&LUP), whereas the 

lithology and lineaments were derived from the map 
published by the GSI. The line density tool in ArcGIS was 
used to compute the lineament density. The LULC types 
were extracted from the Landsat 8 OLI images using 
ERDAS Imagine 9.1 software. The road networks were 
extracted from the topographic map and Google Earth, 
and the Euclidean distance tool was used to derive the 
distance from the road layer. The rainfall distribution 
was extracted from the World Climate Report portal 
(https://www.worldclim.org/). The R 4.2.1 software was 
utilized for computing the weights. The landslide 
susceptibility of the district is categorized into five zones 
employing the Natural Breaks method (Babitha et al. 
2022).  
 
2.4. REPTree model 
 

The reduced-error pruning tree (REPTree) is an 
ensemble model of the decision tree (DT) and reduced 
error pruning (REP) techniques that is used to generate 
a DT model by reducing the variance and can successfully 
manage missing data (Bui et al. 2020; Vishwakarma et al. 
2022). It utilizes information gain ratio (IGR) values to 
construct a regression/decision tree and employs 
reduced-error pruning to prune the tree (Al Snousy et al. 
2011).The IGR values were computed by applying 
Equation 1 and the entropy (E) function (Bui et al. 2020).  
 

𝐼𝐺𝑅(𝑥, 𝑆) =
𝐸(𝑆) − ∑

𝐸(𝑆𝑖)|𝑆𝑖|
|𝑆|

𝑛
𝑖=1

−∑
|𝑆𝑖|
|𝑆|

𝑛
𝑖=1 𝑙𝑜𝑔2

|𝑆𝑖|
|𝑆|

 (1) 

 
Where S = training dataset, 𝑆𝑖  = subset (i = 1, 2, 3, …. 

n), E = entropy function 
 
2.5. AB-REPTree model 
 

AdaBoost (AB) is an ensemble approach that 
performs boosting, which integrates weak classifiers in 
series to produce a strong classifier, and trains and 
deploys trees in series (Misra and Li 2020). AB reduces 
variance and bias (Jukic et al. 2020), but it performs 
poorly in noisy environments and takes longer to train 
(Misra and Li 2020). The weights were computed by 
applying Equation 2 (Wang et al. 2021). 
 

𝐹𝑛(𝑥) = 𝐹𝑚−1(𝑥) + 𝑎𝑟𝑔𝑚𝑖𝑛ℎ∑𝐿(𝑦𝑖,|𝐹𝑚−1(𝑥𝑖) + ℎ(𝑥𝑖))

𝑛

𝑖=1

 (2) 

 
where 𝐹𝑛(𝑥) is the overall model, 𝐹𝑛−1(𝑥) is the 

overall obtained in the previous round, 𝑦𝑖is the 
prediction result of the i-th tree, and ℎ(𝑥𝑖) is the newly 
added tree (Wang et al. 2021). 
 
2.6. MB-REPTree model 
 

MultiBoost (MB) is an ensemble model of AdaBoost 
and Bagging, and can reduce both bias and variance, 
thereby reducing the errors to a greater extent (Webb 
2000, 2011). The base classifier errors were computed 
employing Equation 3 (Shirzadi et al. 2018). 

https://www.worldclim.org/
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𝑒 =
∑ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑥𝑗)𝑥𝑗∈𝑆

′,𝐶𝑡(𝑥𝑗)≠𝑦𝑗

𝑚
 (3) 

 
where e = errors of base classifiers, 𝑆′ = dataset; and 

𝑥𝑗  and 𝑦𝑗  = elements of datasets (Shirzadi et al. 2018). 

 
2.7. Validation of the models 
 

The created maps were validated by employing the 
ROC curve technique (Metz 1978) and the validation 
dataset. The AUC scores between 0.5-0.6, 0.6-0.7, 0.7-0.8, 
0.8-0.9, and 0.9-1.0 depict failure, poor, fair, good, and 
excellent prediction capabilities, respectively 
(Lüdemann et al. 2006). The IBM SPSS Statistics 23.0 
software was utilized for creating the ROC curves and 
determining the AUC scores.   
 

3. Results  
 

The landslide susceptibility maps created 
employing two different ML ensemble models are 
depicted in Figure 2. The validation of the models 
revealed that the MB-REPTree model (0.821, or 82.1%) 
has a better prediction capability than the AB-REPTree 
model (0.776, or 77.6%) (Figure 3). According to the MB-
REPTree model, a total of 7.81% of the district is 
categorized as a very high-susceptible zone. The 
percentage of each susceptible zone is depicted in Table 
1. 

 

 
Figure 3. The ROC curves 

 
 

4. Conclusion  
 

This study effectively categorized the landslide 
susceptible zones in Idukki district utilizing ML ensemble 
models and identified the MB-REPTree model as the best 
model among these two models. The created maps will 
help decision makers and officials of the emergency 
management department implement ideal mitigation 
measures that will help in reducing disaster risks in the 
future. Also, these types of validated susceptibility maps 
will help find important buildings and infrastructure that 
are in critical zones.  

 
Table 1. Percentage of landslide susceptible zones 

Susceptible 
zones 

Percentage of susceptible zones 
AB-REPTree MB-REPTree 

Very low 10.08 21.49 
Low 27.41 32.32 

Moderate 30.76 22.32 
High 21.66 16.06 

Very high 10.09 7.81 
Total 100 100 
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Figure 2. Landslide susceptible zones a. AB-REPTree model b. MB-REPTree model
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