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 Accurate estimation of the groundwater level is very important for sustainable water 
management and planning of water resources. Since the groundwater field studies are time 
consuming and costly, the use of machine learning techniques for the groundwater level 
estimation is proposed in this study. Also, synthetic minority oversampling technique 
(SMOTE) algorithm was used to increase the success of the extra tree (ET) algorithm, which is 
one of the machine learning techniques, in estimating the groundwater level. For this, 
precipitation, elevation, slope, and curvature data, which are effective on groundwater, were 
used. First, the groundwater level was classified as very low, low, medium high and very high. 
When the result of the model developed with ET algorithm was evaluated, the accuracy value 
was calculated as 0.53 and the Cohen's Kappa value as 0.36. Then, to increase the success of 
the extra tree model, data irregularities were removed with the SMOTE algorithm. It was 
observed that the accuracy of the SMOTE-ET model increased to 0.69 and the Cohen's Kappa 
value to 0.62. When the results are evaluated, it is thought that the SMOTE algorithm increases 
the success of the ET algorithm in estimating the groundwater level. 

 
 
 

1. Introduction  
 
Accurate estimation of groundwater level is one of 

the requirements for sustainable use and management of 
water resources. Modeling of groundwater level provides 
benefits to managers and engineers in decision making, 
especially due to increasing groundwater demands for 
agricultural use. In recent years, groundwater level 
modeling studies done by many researchers 
(Daliakopoulos 2005; Poursaeid et al. 2022; Sahoo and 
Jha 2013; Yadav et al. 2020) Afzaal et al. (2020) 
estimated groundwater levels for the Baltic River and 
Long Creek watersheds in Canada using deep learning 
and artificial neural networks with stream level, stream 
flow, precipitation, relative humidity, mean temperature, 
evapotranspiration, heat degree days, dew point 
temperature, and evapotranspiration variables. They 
said that these techniques are convenient and accurate. 
Dash et al. (2010) tried the ANN-GA hybrid model for 
groundwater level estimation and found that it was 
successful. Synthetic minority oversampling technology 
(SMOTE) is used to eliminate class imbalance and 
improve model performance with new samplings 
between minority classes and their neighbors in the 
input dataset. It has been widely preferred in the field of 

class imbalance in recent years. Wang et al. (2019) 
produced landslide susceptibility maps with higher 
accuracy using SMOTE with machine learning techniques 
such as support vector machine (SVM), logistic 
regression (LR), artificial neural network (ANN) and 
random forest (RF). Tang et al. (2022) stated that more 
appropriate estimations will be made with the 
XGBoosting method using SMOTE for the precipitation 
forecast in the Danjiangkou River basin. Razali et al. 
(2020) stated that the decision tree machine learning 
technique applied using SMOTE achieved 99.92% 
success in flood risk estimation for the Kuala Krai region 
in Kelantan, Malaysia. 

In this study, the model was developed to estimate 
groundwater level with extra tree (ET) algorithm using 
precipitation, elevation, slope, and curvature data for 
Denizli province in Türkiye. In addition, improvement of 
ET model was made by SMOTE. 
 
2. Method 
 
2.1. Study region and data 

 
Denizli province, located in the Aegean Region, is 

located between 28° 30' – 29° 30' east meridians and 37° 
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12' – 38° 12' north parallels. It has a mild and rainy 
climate in winters. It is bordered by Burdur and Afyon in 
the east, Aydın and Manisa in the west, Uşak in the north 
and Muğla in the south. The study region map was given 
in Figure 1. 

 

 
Figure 1. The study region map 

 
Groundwater levels taken from Çıldır (2017) consist 

of 258 well measurements in Denizli, Türkiye. Monthly 
precipitation data were obtained from Nasa Power for 
the years 1981-2021 of Çardak, Buldan, Çivril, Acıpayam, 
Beyağaç and Çameli districts. Groundwater level and 
precipitation maps were created with Inverse Distance 
Weighting (IDW) in ArcGIS environment. Elevation, 
slope, and curvature data were obtained from SRTM dem 
data in ArcGIS environment. All maps have pixel 
dimensions set to 1x1 km. 
 

2.2. Synthetic minority oversampling technique 
(SMOTE) 

 

SMOTE algorithm, which is an oversampling method, 
creates new samples from minority classes without 
repetition. So, it can simply and effectively reduce the 
phenomenon of imbalance. The SMOTE algorithm 
creates new instances of the minority class using the 
Euclidean distance between instances of the minority 
class (xi) and obtains k-nearest neighbors. A sampling 
rate M is calculated to determine the new proportion of 
various samples in accordance with the imbalance rate of 
the applied dataset. For xi, several samples are randomly 
selected from the k-nearest neighbors, assuming that the 
chosen nearest neighbor is xm. For each randomly 

selected neighbor xm, a new sample is created from the 
original sample based on Equation 1. 

 
𝑥𝑛𝑒𝑤 = 𝑥 + 𝑟𝑎𝑛𝑑(0,1) × |𝑥𝑖 − 𝑥|, 𝑛𝑒𝑤 ∈ 1,2, … , 𝑀  (1) 

 
Here, rand (0,1) denotes a random number in the 

range 0 to 1. The above steps are repeated M times to 
create M new samples. That is, if the total number of the 
minority category is T, new samples are generated MT. 
After combining the new samples with several original 
samples, a new balanced dataset is obtained. (Chen et al. 
2022; Geetha et al. 2019; Ishaq et al. 2021). The main 
processes of the SMOTE algorithm are given in Figure 2. 

 

 
Figure 2. SMOTE algorithm main processes (Chen et al. 

2022) 
 
2.3. Extra tree algorithm 

 
Extra trees are one of the decision tree-based 

ensemble learning methods. Unlike other tree-based 
ensemble methods, extra tree separates nodes with 
randomly chosen cut-points and develops trees using the 
entire learning sample to minimize bias (Geurts et al. 
2006). Each decision tree is created from the dependency 
relationship of the extracted data samples (Kumar et al. 
2020; Sharaff and Gupta 2019). At the same time, each 
decision tree selects the best features based on the 
mathematical basis of the Gini Index given in Equation 2. 

 
𝑔𝑖𝑛𝑖 (𝐷) = 1 − ∑ 𝑃𝑖

2𝑚
𝑖=1                               (2) 

 
where m represents the number of output labels and 

pi indicates the probability that a sample belongs to the 
ith output label in dataset D (Du et al. 2023). 

 
2.4. Evaluate metrics 
 

Cohen's Kappa coefficient (k) represents a measure of 
how many samples are classified in the machine learning 
model (Equation 3). 

 

𝐾 =
(𝑝0−𝑝𝑒)

(1−𝑝𝑒)
  (3) 

 
Here, p0 and pe show the total accuracy and random 

accuracy of the model, respectively (Vujović 2021). 
Precision is obtained by dividing the true positive (TP) 
predictions by the total number of true positive and false 
positive (FP) predictions (Equation 4). The recall given in 
Equation 5 is obtained by dividing the correct positive 
predictions by the total number of positives.  
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (4) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (5) 

 

Here FN is false negative. Accuracy is one of the most 
popular criteria in multiclass classification and is 
calculated directly from the confusion matrix (Equation 
6) 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (6) 

 
F1-Score, which collects precision and recall 

measures under the concept of harmonic mean, is given 
in Equation 7: 
 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 × (
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
)  (7) 

 
The best value for the F1 score is obtained at 1 and 

the worst value at 0 (Grandini et al. 2020).  
 

 

3. Results and Discussion 
 

In this section, the modeling results for the estimation 
of the groundwater level are presented. By using 
precipitation, elevation, slope and curvature data, 
groundwater level was estimated with the extra tree (ET) 
algorithm. Then, SMOTE algorithm on data were used to 
improve the performance of the ET algorithm. While 
developing the model, the data were randomly divided 
into 80% training and 20% testing. Cohen's Kappa, 
Accuracy, Recall, Precision and F1-Score metrics were 
used to evaluate the model result.  

Groundwater level is divided into five classes as very 
low, low, medium, high, and very high. Before the ET 
model was developed, the ratio of each class to the total 
data was examined. It is seen that the very high class 
constitutes only 4% of the total data and the data is 
unbalanced distributed. 

In the study, firstly, the ET model was developed by 
ignoring the data unbalance. The accuracy value of the 
developed model was calculated as 0.53 and the Cohen's 
Kappa value as 0.36. Precision, recall and F1-score values 
calculated for each class in the test set are given in Table 
1, and confusion matrix is given in Figure 3. 
 
Table 1. Evaluation metric results of ET model test set 

Class Precision Recall F1 score 
Very low 0.63 0.65 0.64 
Low 0.51 0.61 0.56 
Moderate 0.46 0.42 0.44 
High 0.51 0.42 0.46 
Very high 0.35 0.13 0.19 

 
When the accuracy and Cohen's Kappa values 

calculated for the ET model and Table 1 are examined, it 
is seen that this model is not sufficient for estimating the 
groundwater level. Then, the SMOTE algorithm was used 
to increase the success of the ET model. The ratio of each 
class belonging to the groundwater level to the total 
number of data was balanced with the SMOTE algorithm. 

After each class was equalized with the SMOTE 
algorithm, the ET model was reapplied to the new data 
set. The accuracy value of the reconstructed SMOTE-ET 
model was 0.69 and the Cohen's Kappa value was 0.62. 

Precision, recall and F1-score values calculated for each 
class in the test set are given in Table 2, and confusion 
matrix is given in Figure 4. 

 

 
Figure 3. Confusion matrix of ET model test set (0-Very 

low, 1-Low, 2-Moderate, 3-High and 4-Very high) 
 
Table 2. Evaluation metric results of SMOTE-ET model 

test set 
Class Precision Recall F1 score 

Very low 0.68 0.76 0.72 

Low 0.59 0.49 0.54 

Moderate 0.63 0.61 0.62 

High 0.70 0.72 0.71 

Very high 0.83 0.88 0.86 

 

 
Figure 4. Confusion matrix of SMOTE-ET model test set 
(0-Very low, 1-Low, 2-Moderate, 3-High and 4-Very high) 
  

When the SMOTE-ET model accuracy and Cohen's 
Kappa value are examined, it is seen that it gives better 
results than the ET model. In addition, when Tables 1 and 
2 are compared, it is seen that although the recall and F1-
Score values of the Low class in the SMOTE-ET model are 
lower than the recall and F1-Score values of the Low class 
in the ET model, it gives better results in other classes. 
 

4. Conclusion  
 

In this study, ET algorithm was used to estimate the 
groundwater level of Denizli, Türkiye. In order to 
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increase the success of the estimation results obtained 
with ET algorithm, the imbalanced data in the 
groundwater level are eliminated with the SMOTE 
algorithm. Thus, more accurate groundwater level 
estimates were obtained. 
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