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 Many water resources across the world have increasing and decreasing water levels. The 
change of water level in lakes, which is one of the water resources, is associated with climate 
change and the effects of climate change can be seen at lake levels the fastest. Lake Michigan-
Huron studied in this study is an 8 km wide body of water formed by the confluence of Lake 
Michigan and Huron. Lake Michigan-Huron is the largest freshwater lake in the world. The aim 
of this study is to estimate the water level of Lake Michigan-Huron in the USA. For this purpose, 
radial-based artificial neural networks were used. In the forecast model, lake levels in the past 
months and periodicity number were used as input data. The lake water level (m) data used 
has a record length of 104 years (1918-2021). All data is divided into 4 parts (M1, M2, M3 and 
M4). 75% of all data was used for the training phase (M1+M2+M3) and 25% for the testing 
phase (M4). The test sections were changed from M1 to M4 so that the training and testing 
rates remained constant. Mean absolute error (MAE), root-mean-square error (RMSE) and 
coefficient of determination (R2) were used as evaluation criteria. As a result, it is seen that 
the models make very good predictions in all data sets and in the training-test phases. 
However, according to the test results, the data set that gives the most successful results is the 
M1 package and the input set using data that has been lag time for 7 months.  

 
 
 
 

1. Introduction  
 
Humans have been interested in water since its 

inception, trying to study water movements, recognize 
features, identify detection hazards, and make the most 
of the water outside. The branch of science that manages 
the distribution and properties of water on Earth is called 
hydrology. The science of hydrology, which provides its 
relationship with the internal environment and efforts to 
control its environment, began to gain more importance. 
As a result of the hydrological operation, the basic 
structures that maintain their water consumption and 
attitudes can be identified (Koca, 2014). 

Due to the changes in water bodies, long research 
has been started. Water is an indispensable resource for 
human life. Therefore, research on the quality and 
quantity of existing water resources has intensified, and 
the storage facility of closed water basins such as lakes 
has gained importance (Teltik et al., 2008). 

The water level of many lakes in the world is 
observed to rise and fall due to various reasons. In the 
studies, it is thought that the reasons for the change in 
the lake level are meteorological and hydrological 

features (evaporation, precipitation, flow, etc.), tectonic 
movements, changes in the ozone layer and climate 
change (Teltik et al. 2008). In addition, the use of water 
resources to provide more water than normal in order to 
meet the water needs of agricultural activities and cities 
also causes the capacity of water reserves such as lakes 
to decrease (Albek et al., 2017). 

Some studies on the use of RBANN in the literature, 
In the study of Desmukh and Tanty (2015), a 
comprehensive review was made on the artificial neural 
network (ANN) used in the field of hydrology-related 
problems. They stated that it can be well exemplified by 
artificial intelligence with precipitation-flow modeling, 
stream flow modeling, water quality modeling and its 
applications in groundwater (Desmukh and Tanty 2015). 

In 2018, Arslan et al. A study was carried out to 
examine the seasonal variation of Adana Seyhan Dam 
Lake area. In their study, they achieved highly accurate 
results in the classification of water structures with the 
artificial neural network method (Arslan et al. 2018). 

In a study conducted by Dikbaş and Fırat in 2005, a 
comparison of POM and ANN models was made in three-
dimensional hydrodynamic modeling in lakes. When the 
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results obtained with both models were compared, it was 
seen that the methods had advantages and disadvantages 
compared to each other. ANN requires previously 
obtained observation results and calculations, while 
POM does not. In addition, ANN achieves results in a 
much shorter time than POM. As a result, it can be 
recommended to use the artificial neural network 
method in certain sections and studies that require many 
detailed calculations (Dikbaş and Fırat, 2005). 

A study was conducted by Aksoy et al. in 2020 on the 
estimation of the water level in Yalova Gökçe Dam using 
ANN. According to the data they obtained as a result of 
the analyzes, the dam water level for 2019 was 73.77, 
while the actual water level of the dam was measured as 
72.13 meters. As a result, it is thought that the use of ANN 
algorithms will be beneficial in estimating the water level 
of Gökçe Dam (Aksoy et al. 2020). 

In 2012, Okkan and Dalkılıç conducted a study on the 
modeling of monthly flows of the Kemer Dam using 
radial-based neural networks. When they evaluated the 
results of their study in terms of minimum and maximum 
currents, the results of the RBANN model were successful 
for most months. In addition, it is thought that the 
problems encountered in other artificial neural network 
models can be overcome with RBANN (Dalkılıç and 
Okkan, 2012). 

The purpose of this study was to analyze the water 
level of Lake Michigan-Huron in the United States and to 
determine changes in the lake's water level. For this 
purpose, monthly lake water levels in Lake Michigan-
Huron between 1918-2021 were estimated with radial-
based artificial neural networks and the predictions in 
various data sets (the training set is 3 parts and the test 
set is one part, and the test set is constantly changing.) 
were compared with the observed data.  
 

2. Material and Method 
 

2.1. Material 
 
In the study, monthly water levels year from January 

1918 to December 2021 were used. Data obtained from 
"https://www.lre.usace.army.mil/Missions/Great-Lakes 
-Information/Great-Lakes-Information.aspx#ICG_ETH_ 
22302". Statistical information of the data used is given 
in Table 1.  

The data are observed as monthly average (m) and 
there are no gaps in the data. In addition, station 
information in Excel format is available for all 
researchers free of charge. 

 
Table 1. Statistical information for water levels (m)  

Michigan-Huron 
Average 176.44 

Standard error 0.0116 
Median  176.45 

Standard Deviation  0.410 
Sample Variance  0.168 

Kurtosis  -0.787 
Skewness  0.101 
Smallest  175.57 
Largest  177.5 

Number of Data  1248 
 

2.2. Study Area 
 

Lake Michigan is the third largest of the five great 
lakes in the northern United States and is connected to 
Lake Huron by the Strait of Mackinac (Demir, 2022). It is 
located 176 meters above sea level and its deepest point 
is 281 meters. Lake Huron is also located in North 
America and is the 4th largest lake in the world.  

Lake Huron is connected to Lake Michigan by the 
Straits of Mackinac and to Lake Superior by a series of 
straits. Huron and Michigan are hydrologically a single 
lake because the flow of water through the straits keeps 
water levels in overall balance. Although the flow is 
generally eastward, water moves in both directions 
depending on local conditions. Combined, Lake 
Michigan-Huron is the world's largest freshwater lake by 
area (Michigan-Huron, 2023). The study area is given in 
Figure 1. 
 

 
 

Figure 1. Lake Michigan-Huron (Demir and Yaseen, 
2022) 

The most important factor in choosing this study 
area is that when Michigan-Huron Lake is considered as 
a whole, it is the largest freshwater lake in the world in 
terms of surface area and the data are continuous. 
 
2.3. Method 

 
Artificial neural networks are a method based on the 

biological nervous system in humans. Artificial neural 
networks consist of elements called neurons, which are 
connected in parallel and have a non-linear structure. It 
is used in object recognition, system modeling, signal 
processing and solving complex engineering problems. 
Artificial neural networks realize the learning process 
with examples. In other words, it can be defined as the 
machine-transferred version of the human learning 
mechanism (D’Addona, 2014). 
 

2.4. Radial based neural network  
 

The radial-based neural network model can be 
considered as a combination of a data modeling 
technique for a high-dimensional space and a schema 
such as an ANN network. In the RBANN model, three 
layers are defined as input layer, hidden layer and output 
layer, but unlike the classical ANN structure, a nonlinear 
clustering analysis and radial based activation functions 
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are used in the transition from the input layer to the 
hidden layer in the radial-based neural network model    
(Dalkılıç and Okkan, 2012). 

The mathematical representation of radial basis 
neural networks is as follows. 

 

Ø𝑗 = 𝑒𝑥𝑝⌊−‖𝑥 − 𝑐𝑗‖/𝜎𝑗
2⌋ (1) 

 
Here is 𝑥 the input vector, 𝑐𝑗  𝑗.  It is the center of the 

Gaussian function and 𝜎𝑗  is the standard deviation. 

Equation ‖𝑥 − 𝑐𝑗‖ indicates the Euclidean distance 

between vectors 𝑥 and 𝑐𝑗 . 𝑗. the activation level of the 

intermediate node is equal to Ø𝑗  . 

Interlayer outputs; 
 
𝑦𝑘𝑗 = ∏Ø𝑗(𝑥, 𝑐, 𝜎)                                                             (2) 

 
k. the output of the node is given by Equation 2. 
 

𝑜𝑘 = ∑ 𝑤𝑘𝑗
𝐽
𝑗=1 𝑦𝑘𝑗                                                                (3) 

 
Here 𝑤𝑘𝑗  𝑘.  With the exit node 𝑗.  is the weight 

between the middleware node (Kılıç et al., 2012). The 
basic structure of RBANN is given in Figure 2. 

 

 
Figure 2. Radial-based neural network structure (Chen 

et al. 2019) 
 

In Figure 2, the RBANN structure basically consists of 
three parts and the output data is obtained by 
multiplying the input data with the weights after 
reaching the hidden layer. 

 
3. Results  
 

In the modeling phase, the data were first shifted by 
lag time, and then the estimation results were obtained 
by separating them into training and test sets. The 
estimated data with the observed data were evaluated by 
considering the comparison criteria. Root Mean Square 
Error (RMSE), Mean Absolute Error (MAE) and 
coefficient of determination (R²) were used as 
comparison criteria. The formulas of the comparison 
criteria are given in Equation 4-6. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑌𝑝 − 𝑌𝑜)2𝑁

𝑖=1                                      (4) 

  

𝑀𝐴𝐸 =
1

𝑁
∑ |𝑌𝑝 −𝑁

𝑖=1 𝑌𝑜|                                            (5) 

 

 𝑅2 = (
𝑁∗(∑ 𝑌𝑜∗𝑌𝑝)−(∑ 𝑌𝑜)∗(∑ 𝑌𝑝)

√(𝑁∗∑ 𝑌𝑜
2)−(∑ 𝑌𝑜)2∗(𝑁∗∑ 𝑌𝑝

2)−(∑ 𝑌𝑝)
2
)

2

                     (6) 

    
N is the number of data used in the equations, Yp 

represents the estimated value in the model, Yo 
represents the observed value. Since Equation (4-5) has 
error results for our comparison criteria, the unit of error 
results in the model is m³/s.  

High error results show that the model is far from real 
data, that is, it gives unsuccessful results. If the error 
values are close to zero, it indicates that the results of the 
model are close to the real data.  

The coefficient of determination R² can take a value 
between 0 and 1. It is interpreted that the closer the value 
is to 1, the higher the model's fitness and accuracy. 

In the study, data sets with 12 inputs were created. 
These; 1 month lag (T-1), T-2, T-3, T-4 and T-5 with 1 
year lag (Y-1), Y-2, Y-3, Y-4 and Y-5.  

Month numbers representing the periodicity of the 
data were used recursively as the 12th input set. 75% of 
all data were used in the training phase and 25% in the 
testing phase. At this stage, four different combinations 
were tried, namely training (75%) and testing (25%). 
These are M1 (the part with the oldest data), M2, M3 and 
M4 (the part with the most recent data). Model results 
are given in Table 2 according to the training and testing 
phases. 

In the table, the most successful result in the test 
phase was obtained in 7 inputs. The scatter plot of the 
best method is given in Figure 3. 
 

 
Figure 3. Scatter plot 

 
When the values in the graph are examined, it is seen 

that the results obtained using the radial-based artificial 
neural network model are compatible with the water 
level data of the observed lake, and the graph equation 
approaches the y=x line, and the R2 value is 0.9882. The 
variation of these estimates in the time series is shown in 
Figure 4. 
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Table 2. RBANN training and test results (Model: 
RBANN) 

Part Input 
Training Test 

RMSE MAE R2 RMSE MAE R2 

M1 

1 0.069 0.055 0.97 0.066 0.054 0.964 

2 0.046 0.037 0.986 0.044 0.035 0.984 

3 0.044 0.034 0.987 0.042 0.033 0.986 

4 0.043 0.033 0.988 0.041 0.031 0.987 

5 0.042 0.033 0.989 0.039 0.03 0.987 

6 0.042 0.032 0.989 0.039 0.03 0.988 

7 0.041 0.032 0.989 0.038 0.03 0.988 

8 0.041 0.032 0.989 0.038 0.03 0.988 

9 0.042 0.032 0.989 0.039 0.031 0.987 

10 0.042 0.033 0.988 0.04 0.031 0.987 

11 0.043 0.033 0.988 0.04 0.031 0.987 

12 0.039 0.03 0.99 0.038 0.03 0.988 

M2 

1 0.067 0.054 0.973 0.071 0.057 0.962 

2 0.045 0.036 0.988 0.048 0.037 0.983 

3 0.043 0.034 0.989 0.045 0.035 0.985 

4 0.042 0.033 0.989 0.044 0.034 0.986 

5 0.042 0.033 0.989 0.043 0.033 0.986 

6 0.041 0.031 0.99 0.042 0.032 0.987 

7 0.041 0.032 0.99 0.041 0.031 0.988 

8 0.04 0.032 0.99 0.041 0.031 0.988 

9 0.041 0.032 0.99 0.042 0.031 0.987 

10 0.042 0.033 0.989 0.043 0.032 0.987 

11 0.042 0.033 0.989 0.042 0.032 0.987 

12 0.039 0.031 0.991 0.04 0.031 0.988 

M3 

1 0.069 0.055 0.964 0.066 0.054 0.945 

2 0.045 0.036 0.985 0.049 0.039 0.973 

3 0.043 0.034 0.986 0.046 0.036 0.975 

4 0.042 0.032 0.987 0.045 0.035 0.976 

5 0.041 0.032 0.987 0.044 0.034 0.977 

6 0.04 0.031 0.988 0.042 0.033 0.978 

7 0.04 0.031 0.988 0.043 0.033 0.978 

8 0.04 0.031 0.988 0.044 0.034 0.977 

9 0.04 0.031 0.988 0.044 0.035 0.977 

10 0.041 0.032 0.987 0.044 0.035 0.976 

11 0.042 0.032 0.987 0.047 0.037 0.975 

12 0.04 0.031 0.988 0.046 0.036 0.976 

M4 

1 0.068 0.055 0.971 0.068 0.055 0.963 

2 0.048 0.038 0.985 0.046 0.037 0.983 

3 0.044 0.034 0.988 0.044 0.035 0.984 

4 0.042 0.033 0.989 0.042 0.033 0.986 

5 0.041 0.032 0.989 0.041 0.033 0.986 

6 0.04 0.031 0.99 0.042 0.033 0.986 

7 0.04 0.031 0.99 0.041 0.032 0.987 

8 0.04 0.031 0.99 0.042 0.033 0.986 

9 0.041 0.032 0.99 0.042 0.033 0.986 

10 0.041 0.032 0.989 0.042 0.033 0.986 

11 0.042 0.032 0.989 0.043 0.034 0.985 

12 0.039 0.03 0.99 0.04 0.032 0.987 

 
4. Discussion 
 

        In a study conducted by Demir in 2021, the water 
level changes of Lake Michigan were examined using 
MARS, M5-tree and LSSVR methods. These three models 

have gone through training and testing phases. RMSE, 
MAE and R2 were used as evaluation criteria. In the study, 
80% of the data was used in the training phase and the 
remaining 20% in the testing phase. The data period of 
the study is between 1918 and 2020. Data deferred up to 
8 months were used as the input set. When the results 
were examined, it was seen that better results were 
obtained with the MARS method (RMSE=0.0359, 
MAE=0.0288, R2=0.9922). In addition, it was stated that 
the periodicity effect increased the model performance.  
(Demir, 2022). 
 

Figure 4. Timeline graph of test data 

      Figure 4 shows the estimates of test data for the M1 
package. RBANN appears to capture the highs and lows 
of the test data well. 
        A study was conducted by Demir and Yaseen on 
estimating the water level in 5 large lakes in the USA by 
2021. In this study, they aimed to find a reliable model 
for lake level estimation. In their study, they used three 
different models: MARS, M5-tree and LSSVR. In the study, 
the data set was divided into 4 parts and 75% of the data 
was used in the training and the remaining 25% in the 
testing phase. Data deferred up to 3 months were used as 
the input set. When the results of these three models are 
compared with MAE, RMSE and R2 (RMSE=0.344, 
MAE=0.287, R2=0.426), it is seen that the LSSVR model 
gives better results (Demir and Yaseen 2022). 
        In a study conducted by Çubukçu et al. in 2021 on the 
estimation of the monthly average water levels of Lake 
Michigan, data between 1981 and 2021 were used and 
studied with three different artificial neural network 
models. These models are multilayer ANN, radial basis 
ANN and generalized ANN models. RMSE, MAE and R2 
were used as comparison criteria. In general, it was seen 
that all models gave good results, but according to the 
test results, the best training algorithm was seen as 
multilayer ANN, giving the best results in 12 inputs. 
(MAE= 0.0342, RMSE= 0.0435, R²= 0.9906). The best 
method was found to be MANN, RBANN and GRNN, 
respectively (Çubukçu et al. 2021). 
In our study, unlike the above study, when we analyze the 
data between 1918-2021 with the RBANN model, we see 
that it gives the best results in 7 entries (MAE=0.03, 
RMSE=0.038, R2=0.988). 
 
5. Conclusion  

 
Using the monthly average lake water level data of 

Lake Michigan-Huron between 1918-2021, which 
revealed this result, estimates were made with the 
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radial-based artificial neural network model and the 
results were compared. 

In the study, 75% of all data were trained and 25% 
were tested. At this stage, four different combinations 
were tried, namely training (75%) and testing (25%). 
Evaluation criteria include absolute mean error (MAE), 
root mean square error (RMSE), and determination value 
(R²). 

It is seen that the results obtained make very good 
predictions in all inputs sets and training-test tests. 
However, according to his tests, the most successful 
result was the M1 data set package and the 7 inputs. 

When compared with the results of previous studies, 
the RBANN model has acceptable accuracy. 

As a result, the use of RBANN to estimate the 
Michigan-Huron lakes water level would be beneficial. 
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