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 Geoid determination has always been an important subject of study. Geoid determination is 
the modelling that enables us to determine the height of a point whose position is known. 
While determining the geoid, it is very important to state the degree of the surface. At first 
sight which degree polynomial surface will be used or appropriate point distribution is 
unknown for the work area. A significance test should be performed to determine the most 
appropriate degree of polynomial with regression analysis. This study tried to determine the 
best fit polynomial geoid for the region where Ondokuz Mayis University is located in 
Samsun. 

 
 
 

1. Introduction  
 
The geoid determination is the most important 

problem for scientist interested in the earth. There are a 
lot of areas interested in geoid like geodesy, geophysics, 
geography etc. (Akçın, 2001). The geoid called the 
surface closed the average sea surface and formed by the 
combination of the points have got sea level (Sjöberg, 
2023). The geoid is a complex surface and it is not easy 
defined as mathematically. In the geodesy the 
measurements on the physical earth, but the calculation 
of measurements is done on the reference surface (Bolat, 
2011). 

 

2. Method 
 

2.1. The determination of the best suitable 
polynomial  

 

This method is the most widely used surface fitting 
procedure. The function of surface is determined with 
basic definition of orthogonal polynomials: (Cakır, 
Yilmaz, 2014).      
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where (x, y) is the position coordinates of points, aij 

the constants of the polynomial and m the order of the 

chosen polynomial. 2nd order polynomial equation can 
be written for the polynomial: 
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Equation 2, the measurement and unknown 

numbers are equal to the point and constants number. If 
the measurement number (n) is bigger than the 
unknown number (u), the solution must be realized by 
using adjustment procedure. When the Equation (2) are 
designed according to indirect measurement adjustment 
mathematical model, the following equations are 
obtained: 
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This model can be solved by objective function of the 

least square adjustment method. The unknown 
parameters are obtained following equation (Sisman, 
2014).  
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The root mean square error formula as follows; 
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The measurement group has got the outliers 

inevitably. These outliers can adversely affect the 
adjustment. Therefore, the outlier detection test must be 
done to determine the outliers’ measurements, (Aksoy, 
1984; Ayan, 1992; Uzun 2003; Bayrak, 2003; Teke and 
Yalçınkaya, 2005; Bektaş, 2005, Sisman et al. 2012). The 
outlier detection test is realized according to hypothesis 
is used for outlier detection. The test size is calculated by 
using the residuals of measurements and their standard 
deviation. 

 
2.2. Regression analysis and ANOVA 

 
Regression analysis involves identifying the 

relationship between a dependent variable and one or 
more independent variables. It is one of the most 
important statistical tools which is extensively used in 
almost all sciences. A model of the relationship is 
hypothesized, and estimates of the parameter values are 
used to develop an estimated regression equation. 
Various tests are then employed to determine if the 
model is satisfactory. Model validation is an important 
step in the modelling process and helps in assessing the 
reliability of models before they can be used in decision 
making (Ostertagova, 2012). 

The degree of the polynomial was determined by 
regression analysis in the MiniTab program. MiniTab is 
data analysis, statistical and process improvement 
software tool used by organizations worldwide to 
improve quality and reduce costs. Minitab provides users 
with tools to perform statistical analysis, including 
hypothesis testing, regression analysis, and ANOVA. 
Additionally, Minitab provides various graphical tools to 
help users visualize data (Guide to the BASIC 
Programming Language, 03.06.2023). 

Analysis of variance (ANOVA) is a technique 
originally developed by Fisher (1925). It has widespread 
applications. Its purpose is to predict a single dependent 
variabla on the basis of one or more predictor variables 
and to establish whether those predictors are good 
predictors (Cardinal and Aitken, 2013). ANOVA is a 
statistical test used to analyze the difference between the 
means of more than two groups. A one-way ANOVA uses 
one independent variable, while a two-way ANOVA uses 
two independent variables. One-way ANOVA is used 
when you have collected data about one categorical 
independent variable and one quantitative dependent 
variable. The independent variable should have at least 
three levels. ANOVA uses the F test for statistical 
significance. This allows for comparison of multiple 
means at once, because the error is calculated for the 
whole set of comparisons rather than for each individual 
two-way comparison (which would happen with a t test). 
The F test compares the variance in each group mean 
from the overall group variance. If the variance within 
groups is smaller than the variance between groups, the 
F test will find a higher F value, and therefore a higher 
likelihood that the difference observed is real and not 
due to chance (Büyüköztürk, 2012). 

3. Results  
 
In this study, a data set of 1765 points related to 

Ondokuz Mayis University was used. The points have 
X,Y,Z coordinates. 

 

 
Figure 1. Data set 

 
The data set was first tested for significance with 

regression analysis using the Minitab program. 
Polynomial degrees are tested. As a result of the 
regression analysis, the match and significance of the 
model were examined. 

Then outlier measurement test was performed with 
the data set. The test was repeated beyond the outlier 
points were removed from the data set. This process was 
repeated until there were no outlier measurements. 

 
3.1. The determination of the best polynomial 

 
Firstly, the regression equation in the Minitab 

program was chosen as a 1st degree polynomial. The 
model has been found to be % 38.30 compatible. All the 
variables in the polynomial equation were significant. 

 

 

 
Figure 2.1st degree polynomial regression equation 
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The regression equation was chosen as a 2 nd degree 
polynomial. The model has been found to be % 87,46 
compatible. All the variables in the polynomial equation 
were significant. 

 

 

 
    Figure 3. 2nd degree polynomial regression equation 

 
The regression equation was chosen as a 3rd degree 

polynomial. The model has been found to be % 89,47 
compatible. The xy2 variable in the polynomial equation 
was found to be insignificant. 

 

 

 
Figure 4. 3rd degree polynomial regression equation 

 

 
Figure 5. 3rd degree polynomial (without xy2) regression 
equation 
 

 

 
Figure 6. 4th degree polynomial regression equation 
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The variable xy2 in the 3rd degree polynomial 
equation was removed from the equation and the 
regression analysis was repeated. The model has been 
found to be % 89,48 compatible. All the variables in the 
polynomial equation were significant.  

The regression equation was chosen as a 4th degree 
polynomial. The model has been found to be % 91,68 
compatible. The xy, x2y2, x3y, xy3, x4 variable in the 
polynomial equation was found to be insignificant. 

The variable xy, x2y2, x3y, xy3, x4 in the 4th degree 
polynomial equation was removed from the equation 
and the regression analysis was repeated. The model has 
been found to be % 90,67 compatible. All the variables in 
the polynomial equation were significant. 

 
3.2. Outlier measurement test 

 

The polynomial function was obtained from 1 to 4 in 
order by using an adjustment solution according to the 
least square method. The outlier detection was realized 
in all solutions until there were no outlier measurements 
in the data. When the 1st order polynomial equation is 
used, 8 outlier measures are found. The root mean square 
error was calculated as 0.2921 m. 

When the 2nd order polynomial equation is used, 353 
outlier measures are found. The root mean square error 
was calculated as 0.0454 m. 

When the 3rd order polynomial equation is used, 439 
outlier measures are found. The root mean square error 
was calculated as 0.0266 m. When the xy2 variable was 
removed from the 3rd degree polynomial equation and 
the outlier measurement test was repeated and 439 
outlier measurement were found. The root mean square 
error was calculated as 0.0268 m. 

When the 4th order polynomial equation is used, 403 
outlier measures are found. The root mean square error 
was calculated as 0.0261 m. When the xy, x3y, x2y2, xy3, x4 
variables were removed from the 4th degree polynomial 
equation and the outlier measurement test was repeated 
and 284 outlier measurement were found. The root mean 
square error was calculated as 0.0414 m. 

 
4. Discussion  

 
Table 1. Significant test results 

Polynomial Degree Model fit Insignificant Coef. 
1st degree %38,30 - 
2nd degree %87,46 - 
3rd degree %89,47 xy2  
3rd degree_withoutxy2 %89,48 - 
4th degree_withoutxy2 %91,68 xy,x3y,x2y2,xy3,x4  

 
Table 2. Outlier Measurement test results and 

calculated mo values 
Polynomial Degree Outlier Point mo(m) 
1st degree 8 0,2921 
2nd degree 353 0,0454 
3rd degree 439 0,0266 
3rd degree_withoutxy2 439 0,0268 
4th degree_withoutxy2 403 0,0261 

 
 
 

5. Conclusion 
 
In this study, it was tried to determine the 

appropriate polynomial surface model Ondokuz Mayis 
University in Samsun. 1765 points were used in the 
application. Firstly, the significance of the polynomial 
was tested using regression analysis. Then, an outlier 
measurement test was performed and mo was compared. 
As a result of these process, it was decided that it would 
be appropriate to use the 3rd degree polynomial with the 
xy2 variable removed from the equation as the surface.  

 

 
Figure 7. Outlier points in fit polynomial surface 
 
It was observed that there was no big alteration in 

m0 values after the 3rd degree. In this case, it is decided 
that the best suitable geoid determination function was 
the 6th order polynomial function for this application. 
The study can be improved by using different and 
increasing data set. 
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