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 The ionosphere layer is an environment that causes a time delay depending on the frequencies 
of the radio waves of the Global Positioning System (GPS) satellites. Most ionospheric studies 
are performed using total electron content (TEC) changes obtained from GPS signals. Today, 
studies on the physical structure of the ionosphere continue in many areas such as the 
prediction of space weather conditions, positioning, navigation, and communication. This 
study aims to create a deep learning-based model for the prediction of ionospheric TEC. 
Artificial Neural Networks (ANN) method was used to create this model. The artificial neural 
network and related properties designed for this method have been prepared in the 
MATLAB® environment using the Deep Learning Toolbox. In this study, HRUH permanent 
station which is located in Harran University Campus was registered Turkey Continuously 
Operating Reference Station’ (CORS-TR) RINEX observations are used. TEC variations were 
obtained from GPS observations between the years 2016 and 2019 with two hours of temporal 
resolution. In this study, the determination of the optimum parameters was investigated 
which aims to forecast ionospheric TEC variations for the first six months of 2019. In the 
created model, the number of iterations is selected as constant (i = 100). The minimum RMSE 
value is ±0.28704 TECU with parameters where the number of hidden layers is selected as 50. 
The RMSE value of the forecasting model which is calculated in 1 hidden layer is ± 0.47298 
TECU.   

 
 
 
 

1. INTRODUCTION  
 

The global positioning system (GPS) is a positioning 
and navigation system based on satellite technology. 
Although GPS is widely used in various fields such as air, 
sea, and land navigation, it is also used in daily life, 
industry, research, and education. A large part of the 
atmospheric effects encountered in positioning caused 
by ionospheric effects on GPS signals. Disruptions in the 
ionosphere; In particular, changes caused by space 
weather conditions damages the radio communication 
system and propagation (S.-S. Tan, 2008). Therefore, it 
may negatively affect the communication of radio signals 
such as communication, navigation, and radar (S. Tan, 
Zhou, Guo, & Liu, 2011). Since the ionosphere plays an 
important role in radio communication, applications 
should be carried out by considering ionospheric 
conditions. 

Total Electron Content (TEC) is defined as the total 
number of electrons (1016el/m2) obtained in a cross-
sectional area of 1 square meter along the signal path 

from GPS satellites to the GPS receiver, and its unit is 
expressed as the total electron content unit (TECU) 
(Abdullah, Strangeways, & Walsh, 2009). TEC is an 
indication of ionospheric variability obtained from GPS 
signals corrected by free electrons (Yaacob, Abdullah, & 
Ismail, 2010). TEC is an important parameter that 
provides information about disturbances in the 
ionosphere (Chakraborty, Kumar, De, & Guha, 2014; 
Schmidt, Bilitza, Shum, & Zeilhofer, 2008). Complex 
physical interactions between the geomagnetic field and 
solar activities make it difficult to model and predict 
ionospheric effects (Xu, 2007). GPS observations, along 
with navigation and positioning applications, are also 
used to investigate the effects of ionospheric space 
climatic conditions (Hofmann-Wellenhof, Lichtenegger, 
& Collins, 1993). 

In this study, the performance of the LSTM 
Estimated TEC model for the GPS-TEC data mentioned 
above for the TEC time series estimation will be 
evaluated. Artificial Neural Networks (ANN) models will 
be used to model and predict ionospheric TEC 
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differences using the TEC time series measured by GPS. 
Although NNs perform better than statistical methods, 
the necessity of large-input training data including TEC 
samples of many years and the complexity in 
determining synaptic weights in the training process, 
and the lack of standard mathematical background 
limiting the application of the NN model for short-term 
TEC estimation have been identified (Leandro & Santos, 
2007; Tulunay, Senalp, Radicella, & Tulunay, 2006). For 
this reason, recurrent neural networks (RNNs) are 
designed for time series in deep learning. Long Short-
Term Memory (LSTM) is a specific recurrent neural 
network (RNN) architecture designed to model time 
series and long-range dependencies (Hochreiter & 
Schmidhuber, 1997). From the past time series data 
consisting of TEC values, forward-looking GPS-TEC 
predictions can be made with the LSTM network model. 
In short, forward-looking time series and the 
relationship between these series can be found. In this 
study, the LSTM network model is applied to predict 3.5-
year sequential GPS-TEC data during the 24th solar cycle. 
 

2. METHOD 
 

2.1. Artificial Neural Network (ANN) 
 

Artificial Neural Network (ANN) is a method 
developed by simulating the cognitive learning process 
of the human brain (Karahan, 2015). ANN is similar to the 
human brain in two ways (Ataseven, 2013; Gülpınar, 
2015): first, the information in ANN is obtained by the 
network through the learning process, then the ANN uses 
it to store the information of the relationship between 
neurons known as synaptic weights. The general purpose 
of ANN is the learning process. ANN learns by training 
and testing similar to the human brain (Karymshakov & 
Abdykaparov, 2012). ANN; It can reveal the relationship 
between learning, memorizing, and data (Özkan, 2012). 
ANN imitates the working principle of the human brain; 
It has many important features such as being able to 
learn from examples (learning), generalize, work with 
missing information, complete pattern, establish 
relationships (associate), perform one or more of the 
classification and optimization processes (Aydemı̇r, 
Karaatlı, Yılmaz, & Aksoy, 2014; Öztemel, 2006). 

 

2.1.1. Long Short-Term Memory (LSTM) TEC Model 
 

The proposed LSTM network architecture for the 
prediction of the TEC time series consists of 4 layers as 
input layers, LSTM layers, hidden layers, and output 
layers (Figure 1). 

Each element of the input layer are vectors obtained 
from TEC values. LSTM has input layer [xt = (x1, x2, x3, ..., 
xn)] and hidden layer output [ht = (h1, h2, h3, ..., hn)] in the 
peered order. The process of these operations is done 
according to the following equations: 

 
it=σ (Wixxt + Wihht-1 + bi) (1) 
ƒt= σ (Wƒxxt + Wƒhht-1 + bƒ) (2) 
ot= σ (Woxxt + Wohht-1 + bo) (3) 
ct= ƒt * ct-1 + it*tanh (Woxxt + Wchht-1 + bc) (4) 
ht= ot*tanh(ct) (5) 

 

 

 
Figure 1. LSTM Network Architecture 
 

The i in the formula is the input gate controlling how 
much of the input to each hidden unit is written into the 
inner state vector (ct). ƒ is the discharge gate that 
determines how much of the previous internal state (ct-1) 
is maintained. The combination of write and drain ports 
enables the network to control what information needs 
to be stored and overwritten at each step. It is the output 
gate and controls how much of each unit's update is 
preserved and is involved in storing non-relevant 
information of the LSTM cell. ct is the cell that learns the 
long dependencies of time series data. The last latent case 
h represents the predicted values of time series data (Sun 
et al., 2017). 
 

3. RESULTS  
 

In this study, an application was carried out to 
predict the TEC values for the first half of the year 2019 
by using the TEC values obtained by using GPS 
observations of the HRUH station 3-years TEC changes 
data were used as training data in the established LSTM 
network. To train 3 years of data in a deep learning 
environment; the main parameters of the deep learning 
model such as the initial learning rate, the number of 
hidden layers, and the number of iterations were 
determined. The information was updated with the 
sigmoid function and it was ensured that the data were 
associated with the preceding data for the convolution of 
the network. Then, the training of the network was 
provided according to the determined parameters, and 
the standardization of the test data was made. Estimates 
of ionospheric TEC changes and squared mean errors 
(RMSE) were obtained for the first six months of the year 
2019. The 6-month estimated TEC values were obtained 
through the deep learning process and these data were 
compared with the test data of the year 2019. After this 
encounter, the RMSE values were reduced by updating 
again over the estimated-TEC values. 

In this study, the number of hidden layers was 
chosen as 50, and the number of iterations selected as 
100. Separate and sequential deep learning processes 
were made 1 to 50 hidden layers. RMSE values obtained 
from the solutions are shown in Figure 2. 
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Figure 2. RMSE values calculated based on the number 
of hidden layers 
 

In Figure 2, it is seen that as the number of hidden 
layers is increased, there is a decrease in the RMSE 
values, but there is an increase again after the 20th 
hidden layer value (RMSE = ±0.28704 TECU). The 
comparison of the estimated data with the test data and 
the errors between are shown in Figure 3. 
 

 
Figure 3. Plots of the 2019’s first 48 days TEC validations 
 
4. CONCLUSION  
 

The time-series data in the installed model consists 
of the TEC changes between 2016-2019 with a two-hour 
temporal resolution. Based on these 3-year TEC data, the 
forecast of the TEC changes for the first 6 months of the 
year 2019 was investigated. In other words, the 
relationship between the 6-month estimated TEC time 
series data was investigated over the past 3-year TEC 
time series data. 

In order to use the Deep Learning Toolbox 
customized in the MATLAB® environment, the computer 
hardware (such as video card, ram) must have the ability 
to perform high-capacity processing. In addition, the 
solution method of the selected network should be 
chosen to better represent the time series values. The use 
of the stochastic gradient descent momentum (SGDM) 
method for data with very long inputs is suggested as the 
findings of this study. The other solution method, 
adaptive momentum estimation (ADAM), is 
recommended to be used in the analysis of fewer data. 
The mathematical formulas and analysis forms of these 2 
solution methods can be accessed from the MATLAB® 
Deep Learning Toolbox. 
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